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Abstract

The main result of this paper is to show that Oren updating formula for unconstraind
optimization is also satisfy a minimum property with respect to the measure function ¥ of
Byrd and Nocedal. The Oren formula gives the unique solution of the variational
problem.This idea may be extended for the inverse of any positive difinite matrix.

Introduction.
(Byrd &Nocedal,1989) introduced the measure function¥ : R™ — R defined

by

W(A) =trace(A) — F(A)eeoriiieiieeen, @
where f(A)denotes the function
£ (A) = IN(AELA) oo (2)

Byrd and Nocedal use this function to unify and extend certain convergence
results for Quasi-Newton methods. We examine a self scaling Quasi-Newton
(Hu&Storey,1994) updats as described above. In particular,we look at many
possible updating formulae that have been suggested .Mostly the context is that
of a line search method, but these ideas are also relevant to use in the trust
region methods. The current preformance for the BFGS formula was suggested
by (Fletcher,1987) ,and is known as the BFGS formula
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It can be motivated in the following way . If H™is denoted by B(so that

B = H®)" approximates the Hessian matrix G ), then it can be verified (by

establishing that Bia Hxa =1) that
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This resembles the DFP formula
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but with the interchanges B« Hand y<«> s having been made .Formulae
related in this way are siad to be dual .Similarly it follows from (3) that
T T T T
Bt B_m{ngr{
y o y o )yo
In fact (given any formula for H"** the dual formula for B** follows by

inter changing as above) and then a dual formula for H**can be obtained using

the Sherman-Morrison formula. Also the Quasi-Newton condition 6 =H yis

preserved by the duality operation .1t can be established that rank one formula is
self-dual and another self-dual formula which preserves positive definite H
matrix is given by (Fletcher,1987). In this paper, simple proofs of some of the
properties of these functions are given. These properties are form a new
variational result for the Oren updating formula (Oren,1974) .

LEMMA 1. 1. f(A)is a strictly concave function on the set of positive
definite diagonal nxn matrices.
Proof .LetA=diag(a).Then Vv?f =diag(-1/a’)and is negative definite since
a, >0for all i. Hence f is strictly concave (Hu&Storey,1994).
LEMMA 1. 2. f(A)is strictly concave function on the set of positive
definite symmetric nxn matrices(Fletcher,1991).
Proof. Let A= Bbe any two such matrices. Then there exist n*n matrices X and
A (X is nonsingular, A =diag(4)) such that XTAX =Aand X"BX =1. Denote
C=(1-0)A+B,0<(0).Then
XTCX =(L-)X"AX +OX'BX = (1-O)A+ ..o, (4)
Also
f (XTAX) = Indet(X " AX) = In(det® X det A) = f (A) + Indet® X,....... (5)
And likewise
FOXTBX) = F(B)+ INGEEZ Xorroreeereereeeeeseeeeeseeeeseeees e eeseeesseessens (6)
F(XTCX) = F(C) 4 INABLE X oo (7)
Now A=B< A=1,50 by Lemma 1.1 and Eq.(4) it follows for @ < (0,1)that
f(XTCX) = f(L-O)A+A = (1—6)f(A) +&F (1) =(1—6) f (X" AX) + & (X" BX).
Hence form (5) - (7),
f(C)>~@A-6)f(A)+&(B),
and so the lemma is established (Fletcher,1991).
LEMMA 1.3. w(A) is a strictly convex function on the set positive
definite symmetric n*n matrices.
Proof. This follows from Lemma 1.2 and linearity of trace( A)(Fletcher,1991).
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LEMMAL1.4. for nonsingular A the derivative of det(A) is given by
d(det A)/da; =[A™"], det A. (Byrd &Nocedal,1989)
Proof. From the the well-known identity det(l +uv’)=1+v'u it follows that
det(CA+ ceie]) = det(l + &fee] A )det SA = (1+ &£ (A™) ;) det EA .

Hence
det(EA + cee’) — det A
dgetA:"m (GA+<ee; ) c = (EA™); det A .
a. -0

ij

THEOREM 1.1. w(A)is globally and uniquely minimized by A=1 over
the set of positive definite symmetric nxn matrices .
Proof. Because A is nonsingular , w is continuously differentiable and so
dl// 1 d T
=1, - ——detEA = (I —EAT )i e, 8
da;, " detéAda, eteh= (1A ®)
using lemma 1.4. Hence y is stationary when A=1and the theorem follows by
virtue of lemma 1.3.

Remark. It is also shown in (Byrd &Nocedal,1989) that A=1 is a global
minimizer of y(A) .

A new variational result
The Oren updating formula

H ¥ ={H—HZVTH}1+ 5fT ......................... ©)
yHy | & oy

where £=6"y/y"Hy
occupy a central role in unconstrained optimization . (Here s and ydenoted
certain difference vectors occurring on iteration k of a Quasi-Newton method ,
with sy ~0. B® denotes the current Hessian approximation , and H® its
inverse : see , for example , (Fletcher,1987) ) A significant result due to
(Goldfarb,1970) is that the correction in the Al-Bayati formula satisfies a
minimum property with respect to a function of the form |E| =trace(EWEW)
(its corollary in (Fletcher,1987) ) .

The main result of this paper is to show that these formulae also satisfy a
minimum property with respect to the measure function y of Byrd and

Nocedal defined in (1) .

NEW THEOREM 2.1: if B™ is positive definite and 5"y >0, the variation

problem
minimize PBMEH B XY L...........(10)

YA
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subjectto  HT =H..coooooveececceceeee, (11)

is solved uniquely by the matrix B“® given by the formula (9).
proof: the matrix product that forms the argument of ¥ can be cyclically
permuted so that
Y(BM'2 g4 B ®') = trace (B"&H) — In (det B det &H)

=P(B" H) =P (EHBM )., (13)
A constrained stationary point of the variational problem can be obtained by
the method of lagrange multipliers.
A suitable lagrangian function is

L(H,A,A) = %W(B‘K’“ngB(K)“Z +trace(AT(H" =H)) + A" (Hy - 9)

= %(trace(B‘K’fH) —Indet B® —Indet&H) +trace (A" (H™ —H))+ A" (Hy —6)

where A and A are lagrange multipliers for (11) and (12), respectively. To
solve the first order conditions, it is necessary to find B, A and A to satisfy (11),
(12), and the equations oL/oH; = 0. Using the identity oH/oH; =ee] and lemma

(1.4), it follows that
oL/oH; =0= %(trace(B(K)geie}) —(EH™);) +trace (A (e;e] —ee])) + Aeejy

1 ,
= E(@B(K))ji —(&H 1)ji) +A; A+ (ﬂ“yT)ij .

Transposing and adding, using the symmetry of H®and B, gives

B —H + 4y" +44 =0

or

HT =B+ T +94 =0, (14)

H'=B/E+ Ay 1E+yA 1 &

which shows that the optimum matrix inverse involves a rank-2 correction of

H® . to determine A, (14) is post-multiplied bys. It then follows, using the
equation H™'s = yderived from (12), that
y=BSIE+ A SIE+ TSI E

and hence

Sy=0"BSIE+S Ay SIE+S YA SIE.

Sy=0"BSIE+25T Ay 51 E

Sy=0"B5+25"y'S

ETy—-0'BS5=25"Ay"S

E-0"BSIy 6=25"2

Ya
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Rearranging this gives ) =%(§—5T85/f5)

and so
y=BSIE+ Y SIE+ YA SIE
y=BSIE+ Y SIE+ ST AIE
AyTSIE=y—BSIE—yS A&
'S =& -BS—y5' A

S =& - B5—%[§—5TB5/7/T5]

= (& - B§—%[§—5T85/7/T5])/7/T5 e

from (15) we have

T T
pral =—ny + 77 B5 /5]
y o
5 B
A= +06'BSIy' S

.
MTz—]fT5 27; e+57Bs1y7 5]

substituting this expression into (2.6) gives the equation

4
H1=B- 857/7/2758 W [§+5T85/y 5]

Further more, the dual is

: Hys" + 8 "H 55T
Bl=H_ T yfy [§+7TH7//5T]

Hys' _yTéH N 55T 55 (y"Hy)

=H-
'y &y 5T7 (8"y)?
_y_Hp'H &' & & (y Hy)
- T T T T N2
Sy Sy "oy (6 7)
Hy™H &7
=H- }/7; +& T
oy oy
T T
- :{H_H;@:H} 1 5§
5Ty £ 8Ty

and hence the proof .
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Conclusions

It is a well-known consequence of the sherman-Morrison formula

(Fletcher,1987) that there exists a corresponding rank-2 update for H, which is
given by the right — hand side of (9). Moreover the conditions of the theorem (9)
ensure that the resulting updated matrix His positive definite (as in
(Fletcher,1987)). This establishes that the Oren formula satisfies first order
conditions (including feasibility) for the wvariational problem. Finally,
(B &4 B ®'?)is seen to be a strictly convex function on H = 0by virtue of
(13) and Lemma (1.2), so it follows that the Oren formula gives the unique
solution of the variational problem..
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